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Abstract

In this paper, we tackle the challenge of background generalization in sur-
face defect segmentation for chips of surface-mounted devices, specifically in
template-sample comparison algorithms where background features in tem-
plates and samples exhibit spatial variations such as shifts and rotations.
A novel Background Generalization Network (BGNet) that utilizes a fea-
ture matching algorithm is introduced. BGNet begins with obtaining dense
features filled with global and interactive information through a Siamese net-
work and employing self- and cross-attention mechanisms from Transform-
ers. Subsequently, the matching score is derived from feature similarity, and
matching relations are determined via the Mutual Nearest Neighbor algo-
rithm. Using these relations, we mitigate noise caused by spatial variations
and implement a multi-scale fusion of detail and semantic information, which
leads to accurate segmentation results. Our experiments on OCDs and PCBs
datasets demonstrated that BGNet outperforms state-of-the-art methods.
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1. Introduction

In recent years, surface defect detection technology based on deep learning
has been widely researched and applied in industries such as semiconductors
and electronics [1], automotive [2], transportation [3], and textiles [4]. Ex-
tensive and comprehensive studies have addressed challenges such as data
imbalance [5], multiple scales and shapes [6, 7], and significant intra-class
variations versus minor inter-class differences [8]. This paper focuses on an
emerging issue: achieving batch-to-batch background generalization through
template-sample comparison [9, 10, 11].

The success of traditional deep learning relies on the assumption that
training and testing datasets share the same distribution. However, in the
field of surface defect detection for chips of surface-mounted devices (in-
cluding Printed Circuit Boards (PCBs) and Optical Communication Devices
(OCDs), etc), variations in device types and distribution across different
batches can lead to distinct data distributions. If defects are defined as the
foreground and non-defects as the background, then the challenge of distribu-
tion inconsistency can be described as background generalization. Existing
methods [9, 10, 11] aim to learn how to compare the changes between the
template and the samples. For new batches, generalization can be achieved
by collecting templates. The primary challenge with this approach is the
noise that arises from inconsistencies in device and fabrication processes,
which contribute to the background variations between template and sam-
ples, beyond just the defect foreground features.

Typically, due to variations in device types and fabrication processes, the
background features of templates and samples may exhibit spatial variations
such as rotation, displacement, and dilation, as well as texture variations like
color changes. For texture variations, existing convolutional neural networks
have a powerful ability to extract features and demonstrate robust perfor-
mance. However, when it comes to spatial variations, the spatial invariance
of methods based on convolutional neural networks is limited [12].

To solve the challenge of spatial variations, existing methods employ
activation functions, pooling operations, and attention mechanisms. The
Siamese U-Net[13] directly subtracts the template from the sample at dif-
ferent feature layers and calculates the difference into an attention map us-
ing activation functions. DSSSNet [9] achieves limited spatial invariance
through global pooling, which is pre-defined for dealing with variations in
the spatial arrangement of data. GWNet [11] incorporates self-attention and
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Figure 1: Feature Matching Driven Background Generalization Neural Networks for Sur-
face Defect Segmentation

inter-attention mechanisms from Transformers [14] into CNNs. Based on the
position-independent characteristics of features, it achieves spatial invariance
and enables background generalization. Although these methods have shown
some effectiveness, their operational mechanisms and design rationale are not
always clear.

In this paper, a transparent and accountable Background Generalization
Network (BGNet) based on feature matching is introduced, as illustrated in
Figure 1. Despite spatial variations in displacement, rotation, and mapping
among the background features of the template and sample, a one-to-one
correlation persists. Therefore, a naive idea is to compute the matching
relationship and adjust feature positions accordingly, allowing for one-to-one
subtraction and achieving background generalization.

Given the unavailability of interest point labels, obtaining dense fea-
tures equipped with matching information through a Convolutional Neural
Networks-based Siamese network is an initial step. However, these dense fea-
tures have a limited receptive field and lack interrelated information between
the template and sample. To address this, existing detect-free local feature
matching methods [15, 16, 17, 18] are employed, using a Transformer [14]
to obtain global context through self-attention and interrelated information
through cross-attention. Multiple iterations of self- and cross-attention are
layered for more robust representation.

After obtaining dense features of both the template and sample, similar-
ity measures, as recommended in [19], are employed to calculate matching
scores among feature points and derive a matching matrix. This matrix is
preprocessed using a dual-softmax function [15] with a threshold for isolat-
ing and matching significant features. Matching relationships are ultimately
determined using a mutual nearest neighbor strategy.
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Based on the matching relationships derived, matching features are sub-
tracted in the sample from those in the template to acquire noise-free defect
foreground features. To achieve more accurate segmentation, a multi-scale
fusion technique is employed. However, considering computational demands,
the feature matching network is applied separately to detailed (1/32 scale)
and semantic information (1/8 scale) within BGNet, as suggested by Bisenet
[20].

BGNet’s performance is evaluated using surface-mounted device chip
datasets for both OCDs [11] and PCBs [9] datasets. Experimental results
show that BGNet outperforms current state-of-the-art techniques. Visualiza-
tion experiments demonstrate BGNet’s ability to accurately identify features
undergoing spatial transformations within the background. After successful
matching and subtraction, only foreground defect features remain.

2. Related Work

2.1. Surface defect detection

In recent years, the issue of data imbalance in surface defect detection
has received widespread attention. Anomaly detection [21] algorithms based
on positive samples, data generation algorithms [22], and generalizable algo-
rithms for new foreground (defect) types and background (defect-free) types
have been extensively researched. This paper focuses on the study of gener-
alizable algorithms and provides a detailed introduction to both foreground
and background generalization.

2.1.1. Foreground generalization

In the field of surface defect classification, several novel approaches have
been proposed. The Graph Embedding and Distribution Transformation
(GEDT) model[23], in combination with the Optimal Transport (OPT) mod-
ule, can identify new defect classes even with a limited number of labeled
samples. The FSDR approach [24] advances a coarse-to-fine few-shot defect
classification strategy that employs dynamic weighting and joint metrics,
easing the data collection process and enabling classification of novel de-
fect categories. FaNet [25] introduces a feature-attention convolution mod-
ule that excels at extracting comprehensive feature details from base classes
while enhancing semantic integration by capitalizing on long-range feature
interconnections.
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In the context of surface defect segmentation, several notable methodolo-
gies have emerged. TGRNet [26] applies few-shot learning theory to generic
metal surface defect segmentation and devises a C-way N-shot W-normal
learning method that includes a surface defect triplet to independently seg-
ment the background and defect areas. It also incorporates a multi-graph
reasoning module to explore similarity relationships among different images.
Simultaneously, OBFTNet [27] introduces background images as supplemen-
tary learning information and treats few-shot segmentation as an optimal
bilateral transport problem, adaptively generating task-specific semantic cor-
respondences to ensure the model’s ability to generalize to unseen materials.
Recently, a comparative dataset known as Industrial-5i [28] has been con-
structed using public datasets.

2.1.2. Background generalization

In some flexible production lines, particularly with chips of surface-mounted
devices, the types of defect foregrounds rarely increase, while the backgrounds
vary with batch changes. As a result, background generalization is a valuable
research topic.

DSSSNet [9] establishes a deep Siamese semantic segmentation network
by combining the similarity measurement capabilities of the Siamese net-
work with an encoder-decoder semantic segmentation network, resulting in
an effective tool for PCB welding defect detection. Concurrently, SC-OSDA
[10] presents a shape consistent style transfer module to address the issue
of insufficient target domain samples by performing pixel-level distribution
alignment between training and test images. This approach, requiring only a
single target domain sample, significantly enhances the model’s robustness to
domain shifts. GWNet [11], introduces a Dual-Attention Mechanism (DAM)
for the feature extraction and a Recurrent Residual Attention Mechanism
(RRAM) for the feature fusion, enabling the model to effectively generalize
to new batches of unseen data during training by utilizing collected tem-
plates.

In summery, adapting models to new defects or data is a significant chal-
lenge, with current methods still being explored and not yet ready for prac-
tical implementation. Given the consistent nature of defect features, back-
ground generalization is a more feasible and practical approach at this stage,
particularly in the context of flexible production lines. This paper proposes
an explicit and explainable method for this task, building upon prior research.
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2.2. Local Feature matching

In general, local feature matching between images is the foundation of
many 3D computer vision tasks, including structure from motion, simulta-
neous localization and mapping, and visual localization. Image matching
methods typically use a three-stage process: feature detection, description,
and matching. In the detection stage, significant points are identified in each
image. Local descriptors are then extracted from the areas around these
points. The result is two sets of descriptors, whose correspondences are es-
tablished using nearest neighbor searches or advanced matching algorithms.
Based on these stages, existing techniques can be divided into two categories:
detector-based and detector-free local feature matching methods.

2.2.1. Detector-based local feature matching

Before the advent of deep learning, hand-crafted methods were often
based on SIFT [29] and ORB [30]. SIFT characterizes distinctive keypoints
by constructing a high-dimensional vector that represents the image gradi-
ents within a localized region of the image. ORB proposes an extremely
fast binary descriptor based on BRIEF [31], offering speed that is two orders
of magnitude faster than SIFT. Notably, both ORB and SIFT demonstrate
rotation invariance and robustness to noise

Due to their powerful feature extraction capabilities, deep learning-based
methods significantly improve performance under substantial viewpoint and
illumination changes. LIFT [32] is the first to introduce an end-to-end differ-
entiable complete feature point handling pipeline, including detection, ori-
entation estimation, and feature description. Most recent research [33, 34,
35, 36] on deep learning for matching typically focuses on learning superior
sparse detectors and local descriptors from data using Convolutional Neural
Networks (CNNs).

However, methods based on CNNs typically use the nearest neighbor
search to find matches among the extracted points of interest. SuperGlue
[19] learns matches with a Graph Neural Network (GNN), which is a gener-
alized form of Transformers [14]. Although SuperGlue demonstrates impres-
sive performance, it fails to detect repeatable points of interest in indistinct
regions.

2.2.2. Detector-free local feature matching

Detector-free methods bypass the feature detection phase and directly
generate dense descriptors or dense feature matches. SIFT Flow [37] was the
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first to propose pixel-wise SIFT features between two images while preserving
spatial discontinuities.

In NCNet [38], exhaustive pairwise cosine similarities between two dense
feature descriptors are computed and stored in a 4-D tensor, known as a
correlation map. This map is then input into a neighbourhood consensus
CNN (4D-CNN), which learns dense correspondences by regularizing the cost
volume and enforcing neighborhood consensus among all matches. Following
this line of work, Sparse-NCNet [39] employs sparse convolutions to improve
efficiency. Moreover, DRC-Net [40] combines multi-scale information in a
coarse-to-fine approach.

Similar to detector-based methods, the aforementioned detector-free meth-
ods also rely solely on local features to obtain descriptors. LoFTR [15], by uti-
lizing both self- and cross-attention layers within the Transformer and repeat-
edly interleaving these layers, generates feature descriptors that are condi-
tioned on both images, thereby learning densely arranged globally-consented
matching priors inherent in the ground-truth matches. Transfusion [16] and
Gmflow [17] also designed matching algorithms based on Transformer. How-
ever, these works rarely focus on the scale difference between the image pair.
PATS [18] proposes patch area transportation with subdivision to obtain a
significantly larger and more accurate number of matches.

This paper focuses on matching background features between templates
and samples, which exhibit spatial variations. Despite the lack of interest
points annotations, we have built upon previous research in detector-free local
feature matching and proposed a background feature matching algorithm.

3. Methodology

3.1. Problem definition

This paper focuses on the challenge of background generalization, partic-
ularly in template-sample matching algorithms that deal with spatial vari-
ations in template and sample background features, including aspects such
as translation, rotation and mapping. Given an image pair consisting of a
template IT and a sample IS, they are input into a Siamese network, result-

ing in corresponding features at five different scales, denoted as
{
F T
i

}5

i=1
and{

F S
i

}5

i=1
. The feature map is represented as Fi = (fx,y) ∈ FC×H×W , where

C, H, W represent the channel, height, and width of the feature map F .
The feature map of the template F T

i , sample F S
i , sample with translation

F̂ S
i , sample with rotation F̃ S

i are represented as follows:
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F T
i =


f1,1 f1,2 f1,3 · · · f1,W
f2,1 f2,2 f2,3 · · · f2,W
f3,1 f3,2 f3,3 · · · f3,W

...
...

...
. . .

...
fH,1 fH,2 fH,2 · · · fH,W

 (1)

F S
i =


f1,1 f1,2 f1,3 · · · f1,W
f2,1 f2,2 f2,3 · · · f2,W
f3,1 d3,2 d3,3 · · · f3,W

...
...

...
. . .

...
fH,1 fH,2 fH,2 · · · fH,W

 (2)

F̂ S
i =


f1,1 f2,2 f1,3 · · · f1,W
f3,1 f1,2 f2,3 · · · f2,W
f2,1 d3,2 d3,3 · · · f3,W

...
...

...
. . .

...
fH,1 fH,2 fH,2 · · · fH,W

 (3)

F̃ S
i =


f1,3 f1,2 f1,1 · · · f1,W
f2,2 f2,1 f2,3 · · · f2,W
f3,1 d3,2 d3,3 · · · f3,W

...
...

...
. . .

...
fH,1 fH,2 fH,2 · · · fH,W

 (4)

where d represents the defective feature. The utilization of an underline
(as seen in f and d) indicates a change in feature location or type. The
application of boldface (in f and d) denotes the results of defects, translation,
and rotation processes.

This study acknowledges that spatial variation, resulting in shifts in the
positions of background features in both template and sample, renders direct
subtraction ineffective. The primary focus of this paper is the development
of a technique that matches these dynamic background features, enables
corresponding subtractions, and thus produces more accurate segmentation
results.
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Figure 2: The BGNet architecture.

3.2. Framework overview

As show in Figure 2, BGNet consists of three components: Dense feature
extraction, feature matching, and multi-scale feature fusion.

In the dense feature extraction section, the template image IT and sam-
ple image IS are input into the Siamese network to obtain feature maps of

different scales
{
F T
i

}5

i=1
and

{
F S
i

}5

i=1
, where Fi = (fx,y) ∈ FCi×Hi×Wi . Then,

these feature maps are fed into the self-attention Attenself (·, ·) and cross-
attention Attencross (·, ·) mechanisms to yield dense feature maps, denoted
as F̂ T

i and F̂ S
i .

F̂ T
i = Attencross

(
Attenself

(
F T
i , F

T
i

)
, F S

i

)
(5)

F̂ S
i = Attencross

(
Attenself

(
F S
i , F

S
i

)
, F T

i

)
(6)

In the feature matching section, a proprietary feature matching algorithm
Match (·, ·) is implemented to discern the matching relationship between the
template and the sample, represented as FM

i : MS
i → MT

i , where MS
i ={(

xS, yS
)
j

}N

j=1
and MT

i =
{(

xT , yT
)
j

}N

j=1
. Here, N denotes the number of

matching features.

FM
i = Match

(
F̂ T
i , F̂

S
i

)
(7)
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Then, the noise-free features FD
i =

(
fD
x,y

)
∈ FCi×Hi×Wi is eliminated by

utilizing the matching relationship for corresponding subtractions.

fD
x,y =

{
fS
xS ,yS xS, yS /∈MS

i

fS
xS ,yS − fT

xT ,yT xS, yS ∈MS
i

(8)

In the multi-scale feature fusion, In the multi-scale feature fusion sec-
tion, considering computational complexity, the feature matching network
is applied independently to detailed (1/32 scale) and semantic information
(1/8 scale). Concurrently, a direct subtraction is performed for other scales.
Lastly, multi-scale feature fusion is achieved via a skip-connection approach.

3.3. Dense feature extraction

3.3.1. Siamese Network

This study employs a Siamese network to extract features from both the
template and sample, consisting of two subnetworks with shared weights.
Resnet-18 is used as the subnetwork, and pre-training weights based on Ima-
geNet are utilized during the training process. The template IT and sample
IS are input into the Siamese network, resulting in corresponding features at

five different scales
{
F T
i

}5

i=1
and

{
F S
i

}5

i=1
.

3.3.2. Positional encoding

In contrast to convolutional neural networks, Transformers input the en-
tire feature map simultaneously, leading to the loss of inherent positional
information in the image. To ensure appropriate matching of background
features, this study augments the feature map with positional encoding in-
formation. Unlike previous methodologies, this work is focused on adding
positional encoding to two-dimensional feature maps. Consequently, the po-
sitional encoding is defined as follows:

p(c)x,y =


sin (x× ωk) c = 4k

cos (x× ωk) c = 4k + 1

sin (y × ωk) c = 4k + 2

cos (y × ωk) c = 4k + 3

(9)

where ωk = 1
100002k/C

, k = 0, 1, · · · . px,y ∈ FC signifies the (x, y) positional
encoding, while c stands for the dimension of the channel.
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Figure 3: The self- and cross-attention architecture.

Subsequently, the feature map after adding the positional encoding is
expressed as follows:

Fi = (fx,y + px,y) ∈ FC×H×W (10)

3.3.3. Self- and cross-attetion

After adding the positional encoding, local feature maps of the template
and sample F T

i and F S
i are input into self- and cross-attention to extract

global and interactive information, respectively. Consequently, dense feature
maps F̂ T

i and F̂ S
i are derived.

Firstly, F T
i , F

S
i are resized to F T

i , F
S
i ∈ FL×C , where L = H ×W .

Next, as shown in Figure 3, the mechanism of self- and cross-attention
is depicted in the diagram. Due to the difference in inputs to self-attention
and cross-attention, F ′ and F ′′ are used for representation. Q,K, V ∈ FL×C1

are computed by fully connected networks WQ,WK ,W V .

Q = WQF ′ =
(
WQfx,y

)
∈ FL×C1

K = WKF ′′ =
(
WKfx,y

)
∈ FL×C1

V = W V F ′′ =
(
W V fx,y

)
∈ FL×C1

(11)

Referencing the Linear Transformer[41], Atten(Q,K, V ) is defined as fol-
lows:

Atten(Q,K, V ) = ϕ (Q)
(
ϕ (K)⊤ V

)
(12)

where ϕ (·) = elu (·) + 1 .
Then, the attention map F̂ ′ is obtained by concatenating and applying

a residual operation to Q. Before the concatenate and residual operations,
there are fully connected networks WL1,WL2 and normalization.
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To compute the self-attention features of F T
i , let F ′ = F T

i , F
′′ = F T

i . To
compute the cross-attention features of F T

i , let F ′ = F T
i , F

′′ = F S
i . Con-

versely, the computations for the self-attention and cross-attention features
of F S

i are performed similarly.
Finally, the dense feature maps of the template F̂ T

i and sample F̂ S
i are

calculated as per equations 5 and 6. In order to endow the model with
stronger representational capacity, this study adopts a strategy similar to
SuperGlue[19] and LoFTR[15], stacking multiple instances of self- and cross-
attention. For dense feature extraction at different scales, different numbers
of computations are stacked. More stacks are used for semantic features (deep
features), while fewer stacks are used for detail features (shallow features).

3.4. Feature matching

In the preceding section, the dense feature maps of the template and

sample, denoted as F̂ T
i =

(
f̂T
a

)
∈ FL×C and F̂ S

i =
(
f̂S
b

)
∈ FL×C , were ob-

tained, where f̂T
a , f̂

S
b ∈ FC , a, b ∈ A,B,A = B = [1, 2, . . . , L], and

(
f̂T
a , f̂

S
b

)
represents the features at position (a, b).

Firstly, the similarity of matching descriptors are express as score matrix
Si = (sa,b) ∈ FA×B:

sa,b =
〈
f̂T
a , f̂

S
b

〉
,∀ (a, b) ∈ A× B (13)

where ⟨·, ·⟩ is the inner product.
Then, a dual-softmax operator [38] is applied on both dimensions of Si

to obtain the probability of soft mutual nearest neighbor matching. The
matching probability Pi = (pa,b) ∈ FA×B is obtained by:

Pi (a, b) = softmax (Si (a, ·))b · softmax (Si (·, b))a (14)

Based on the matching probability Pi, potential background matching
features are selected by enforcing the Mutual Nearest Neighbor (MNN) cri-
teria:

Mi =
{(

ã, b̃
)
|∀

(
ã, b̃

)
∈MNN (Pi) ,Pi

(
ã, b̃

)
⩾ θ

}
(15)

whereMi =
{(

ã, b̃
)}N

j=1
represents the matching pairs. The pseudocode for

MNN can be found in Algorithm 1. Additionally, a threshold of θ is applied
to filter out noise and maintain high confidence matches.
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Algorithm 1 Mutual Nearest Neighbor (MNN) Algorithm

Require: Distance matrix P , Index sets A, B
Ensure: Set of matching pairs M
1: Initialize M← ∅
2: for a ∈ A do
3: b← arg mink∈B(Pa,k)
4: if a == arg minl∈A(Pl,b) then
5: M←M∪ {(a, b)}
6: end if
7: end for
8: return M

Finally, one-to-one correspondence between the template and sample fea-

tures FM
i : MS

i →MT
i is obtained based onMi, where MS

i =
{(

xS, yS
)
j

}N

j=1

and MT
i =

{(
xT , yT

)
j

}N

j=1
. The noise-free features FD

i is eliminated by equa-

tion 8.

3.5. Multi-feature fusion

Multi-scale fusion is an effective method for improving segmentation ac-
curacy according to existing methodologies [42, 42, 43, 44, 45]. Through the
Siamese network, five scales of features are obtained in this study. However,
matching each scale would lead to significant computational overhead. In ref-
erence to Bisenet [20], fusing detailed and semantic features not only reduces
computational costs but also enhances accuracy. Therefore, this study solely
achieves noise-free feature maps through matching at the 1/8, 1/32 scales,
while direct subtraction is applied at other scales. Ultimately, multi-scale
fusion is conducted in a manner similar to U-Net as shown in Figure 2.

3.6. Loss function

In surface defect detection images, the foreground is sparse compared to
the background. Therefore, this study employs Focal Loss [46] as the loss
function.

Focal Loss is a loss function designed specifically to address class imbal-
ance problem in one-stage object detection. It has proven to be effective in
giving more importance to hard-to-classify instances. The Focal Loss is de-
signed to add a modulating factor to the standard Cross Entropy criterion,
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to down-weight easy examples and thus focus training on hard negatives.
The Focal Loss is defined as:

FL(p, y) =

{
−(1− p)γlog(p) if y = 1

−pγlog(1− p) otherwise
(16)

where p is the model’s estimated probability for the class with label y, and
γ is the focusing parameter that should be greater than 0. In this paper,
γ = 2.

4. Experiments and Results

4.1. Experimental setup

4.1.1. Implementation details

Employing an NVIDIA GeForce RTX 4090 GPU facilitated efficient data
processing, ideal for complex machine learning tasks. A PyTorch-based
model was utilized, optimized via the Adam optimizer set at a learning rate of
10e-5. This arrangement ensured a balance between convergence speed and
training stability. Further optimization occurred through data processing
in mini-batches of eight, enabling superior GPU utilization and accelerated
model updates.

4.1.2. Evaluation metrics

In this paper, we used six key metrics: Precision (Pre), Recall (Rec), F-
measure (F2), mean Intersection over Union (mIoU), mean Accuracy (mACC),
and Parameter size (MB).

Pre =
TP

TP + FP
(17)

Rec =
TP

TP + FN
(18)

F2 = (1 + 22) · Pre ·Rec

(22 · Pre) + Rec
(19)

mIoU =
1

N

N∑
i=1

TPi

TPi + FPi + FNi

(20)
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mACC =
1

N

N∑
i=1

TPi

TPi + FNi

(21)

Where TP represents the number of true positives, FP represents the
number of false positives, FN represents the number of false negatives, and
N represents the total number of classes.

4.1.3. Datasets description

In this paper, we focus on the challenge of background generalization for
chips of surface-mounted devices, such as Optical Communication Devices
(OCDs) and Printed Circuit Boards (PCBs). In these cases, background
features in templates and samples exhibit spatial variations, such as shifts
and rotations.

OCDs are devices that convert optical and electrical signals in Giga-
bit Passive Optical Networks and Optical Network Terminals. They are
composed of a base, pins, and various Surface Mounted Device (SMD) com-
ponents, interconnected by jump wires. The OCDs dataset [11] contains a
total of 918 data sets, including 60 instances of base crushing, 27 instances
of base scratches, 375 instances of component contamination, 240 instances
of component breakage, and 216 instances of varying numbers of jump wires.

PCBs serve as the foundational building blocks in electronics, provid-
ing a platform that connects and supports various electronic components
through conductive pathways etched from copper sheets laminated onto a
non-conductive substrate. The PCBs dataset [9] consists of 340 pairs of im-
ages from a PCB manufacturer. Each pair of images includes a defective
image (also referred to as an NG image) and a non-defective image (alterna-
tively known as a template image or an OK image).

4.2. Visualization of feature matching

Figure 4 presents the Class Activation Maps (CAM) for the template and
sample features. As depicted, at a 1/32 scale, BGNet accurately achieves
the matching of background features between the template and the sample,
focusing exclusively on the foreground defect features after corresponding
subtraction. At a 1/8 scale, the detail features are highly dense, and the
matching relationship is generally accurate. The corresponding subtraction
retains the defect features. It should also be noted that the corresponding
subtraction operation eliminates only significant features, not all background
features, yet it remains quite effective.
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Figure 4: Visualization of feature matching results in the OCDs dataset

4.3. Ablation studies and discussion

4.3.1. Ablation experiment setting

To validate the effectiveness of the proposed BGNet, ablation experiments
have been set up as follows:

S1: Concatenate the template and sample directly and input them into
a U-Net-like base network, testing whether a CNN-based network inherently
possesses template-sample contrast capabilities.

S2: Utilize a Siamese network in the encoding part, inputting the tem-
plate and sample into a weight-shared backbone, directly subtract the fea-
tures obtained from the five scales, and achieve segmentation results after
feature fusion.

S3: Employ self-attention and cross-attention to further extract dense
features at the 1/8 and 1/32 scales, then directly subtract and obtain seg-
mentation results following feature fusion.

S4: Directly match the features extracted from the Siamese network at the
1/8 and 1/32 scales, subtract accordingly, and acquire segmentation results
following feature fusion.
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Table 1: Results of Ablation in the OCDs dataset

Modules Baseline Siamese
Self- and Cross-

attention
Feature

matching
mIoU F2

S1 ✓ 0.7637 0.8683
S2 ✓ ✓ 0.7887 0.8850
S3 ✓ ✓ ✓ 0.8071 0.8948
S4 ✓ ✓ ✓ 0.7885 0.9048
S5 ✓ ✓ ✓ ✓ 0.8210 0.9101

S5: Extract dense features through self-attention and cross-attention at
the 1/8 and 1/32 scales, subtract after feature matching, and obtain segmen-
tation results following feature fusion. This represents the complete method
proposed in this study.

4.3.2. Discussion of the results of the ablation experiment

The quantitative results of the ablation experiments are shown in Table
1, and the typified results are depicted in Figure 5.

Quantitatively, when the template and sample are concatenated and input
into the network (S1), the network’s implicit contrasting capability is found
to be limited. Based on the Siamese network, subtracting corresponding
features at different scales (S2) improves the mIoU by 2.50%. In S3, the
mIoU increases by 4.34%. Using self- and cross-attention to extract dense
features containing global and mutual information helps the model to focus
on defect features and to some extent ignore background features. In S4, the
mIoU increased by 2.48%, which is nearly the same as the result of the twin
network in S2. This suggests that without global and mutual information,
the matching algorithm contributes very little to the mIoU. However, the
F2 score significantly improved, indicating a substantial increase in recall,
which demonstrates that direct matching still contributes significantly to
background noise shielding. In S5, the mIoU increased by 5.73%, and the
F2 score was also the highest, suggesting that the dense features extracted
by self-attention and cross-attention greatly assist the matching algorithm.
This validates that every component of BGNet is valuable, and the most
effective results are achieved when they are combined.

Qualitatively, S5 accurately focuses on the defect foreground features at
scales 1/8 and 1/16. The deep blue areas, which are subtracted through
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Figure 5: Visual ablation in the OCDs dataset

matching, also display spatial changes in the sample background. Moreover,
compared to S2, S3 pays more attention to the defect foreground at the
1/8 scale, but there remains a significant amount of noise caused by spatial
variations at the 1/32 scale. Conversely, S4 precisely eliminates noise features
at the 1/32 scale, but it underperforms at the 1/8 scale.

4.4. Comparison with the state-of-the-art model

The effectiveness of BGNet is demonstrated by comparing it with fifteen
existing methods, including: Five classical methods that concatenate the
sample and template and input them into the network. This approach ex-
ploits the network’s potential to adapt to background spatial changes. Four
classic semantic segmentation networks (U-Net [42], FCN [43], SegNet [44],
DeepLabV3+ [47]) and a classic surface defect detection network (PGANet
[45]) were selected. Four methods based on attention mechanisms, includ-
ing three classical attention mechanism methods (CCNet [48], DUNet [48],
DANet[49]) and a recent method based on the Transformer, Swin U-Net [50].
Two methods for foreground generalization, TGRNet [26] and PFENet[51],
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Table 2: Quantitative comparison with state-of-the-arts methods in OCDs datasets

Method Pre Recall F2 mIoU

Classical methods

U-Net 0.8597 0.6926 0.7177 0.6325
FCN 0.8831 0.7376 0.7627 0.6580

SegNet 0.8949 0.3907 0.4403 0.3662
DeepLabV3+ 0.8295 0.7967 0.8031 0.6702

PGANet 0.9186 0.4793 0.5300 0.4483

Attention-based
methods

CCNet 0.8224 0.3875 0.4333 0.3614
DUNet 0.8716 0.3100 0.3559 0.2942
DANet 0.8220 0.5748 0.6116 0.5130

Swin U-Net 0.6612 0.2569 0.2927 0.2076
Foreground

generalization methods
TGRNet 0.2446 0.4770 0.4008 0.1638
PFENet 0.1929 0.2713 0.2509 0.1233

Background
generalization methods

Siamese U-Net 0.8913 0.6946 0.7267 0.6243
DSSSNet 0.8931 0.8148 0.8293 0.7405
GWNet 0.9070 0.8891 0.8926 0.8074

Ours BGNet 0.8961 0.9137 0.9101 0.8210

were selected to validate that foreground generalization has limited applica-
bility to background generalization. Three methods for background general-
ization, including all contrast-based background generalization methods such
as Siamese-Unet [13], DSSSNet[9], and GWNet[11].

4.4.1. Comparison in OCDs dataset

In this section, we compare our approach with state-of-the-art methods
from both quantitative (as depicted in Table 2) and qualitative perspectives
(as illustrated in Figure 6).

Quantitatively, classic CNN-based networks exhibit limited implicit
contrasting capability between templates and samples. Similarly, the perfor-
mance of attention mechanism-based methods is also restricted. Foreground
generalization methods do not provide positive contributions to the problem
of background generalization that we study; their performance is even worse.

Among the background generalization methods, Siamese U-Net has a
similar structure to U-Net. Despite the explicit feature subtraction, the per-
formance hardly improves (mIoU is 62.43%). This demonstrates on one hand
that concatenating and inputting into the network can exploit the potential
of CNN-based networks to contrast templates and samples. On the other
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Figure 6: Visual comparison with state-of-the-arts methods in OCDs

hand, it indicates that direct subtraction cannot resolve the noise brought
about by spatial changes in background features.

DSSSNet adopts a measure similar to max pooling, achieving some degree
of noise elimination due to spatial variations, leading to a significant improve-
ment in mIoU (74.05%). This substantiates that eliminating noise caused by
background changes is a key measure to achieve background generalization.

GWNet employs an attention mechanism and based on the location-
independent characteristics of the attention mechanism, it further enhances
the model’s ability to eliminate background noise, raising the mIoU to 80.74%.

The feature matching-based method proposed in this paper explicitly
accomplishes the elimination of background noise and further raises the mIoU
to 82.10%, surpassing state-of-the-art methods.

Qualitatively, classical methods exhibit significant false negatives and
false positives. False positives primarily occur in areas with spatial changes in
background features, such as the gold wire in row (6). False negatives mainly
occur in areas where foreground defect features overlap with spatially vary-
ing background features, such as rows (3) and (4). Attention-based meth-
ods, such as CCNet and Swin U-Net, perform poorly, with numerous false
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Table 3: Quantitative comparison with state-of-the-arts methods in PCBs datasets

Method mIoU mACC Params (MB)

Classical methods

U-Net 0.5981 0.9046 7.86
FCN 0.4985 0.8203 15.32

SegNet 0.7864 0.9974 40.47
DeepLabV3+ 0.7094 0.9351 32.98

PGANet 0.7894 0.9975 51.41

Attention-based
methods

CCNet 0.4786 0.9087 67.70
DUNet 0.7513 0.9126 31.48
DANet 0.7243 0.9003 49.63

Swin-U-Net 0.7719 0.9972 27.16
Foreground

generalization methods
TGRNet 0.7068 0.8988 32.12
PFENet 0.7214 0.9105 30.25

Background
generalization methods

Siamese U-Net 0.7837 0.9954 7.85
DSSSNet 0.7634 0.9678 33.60
GWNet 0.8243 0.9978 26.54

Ours BGNet 0.8393 0.9996 47.70

negatives and severe false positives, respectively. Although these methods
have achieved some contrasting ability between the template and the sam-
ple, their ability to distinguish between the background and the foreground
is limited.Foreground generalization methods, such as PEFNet and TGRNet,
perform the worst and are almost incapable of correctly detecting defects.

Among background generalization methods, DSSSNet reduces the inci-
dence of false positives compared to Siamese U-Net and greatly improves
noise removal ability, such as in row (6). However, it also exhibits some false
negatives, such as in row (4). GWNet shows promising detection results but
lacks accuracy in detecting details compared to BGNet, such as in rows (4)
and (10). It also exhibits some minor noise, such as in rows (1), (3), (8), and
(10).

4.4.2. Comparison in PCBs dataset

In order to further validate the effectiveness of BGNet, we added a multi-
class dataset, the PCBs Dataset. Quantitative results are presented in Table
3, and qualitative results are shown in Figure 7.

Quantitatively, similar to the results on the OCDs dataset, conven-
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Figure 7: Visual comparison with state-of-the-arts methods in PCBs

tional methods based on CNN and attention mechanisms demonstrated lim-
ited effectiveness, while foreground generalization methods performed the
poorest. Among the background generalization methods, Siamese U-Net
and GWNet outperformed DSSSNet. This may be attributed to the fact
that methods similar to max pooling have predefined pooling ranges, which
necessitate adaptation to the scale of defects and background features. Such
predefined spatial variation adaptation methods have inherent limitations.
BGNet achieved the best results among all methods. Although the number
of parameters in BGNet has increased, it remains within an acceptable range
compared to existing methods.

Qualitatively, it can be observed that in the PCBs dataset, the back-
ground components are more numerous and densely distributed, and the
spatial variation of background features between samples and templates is
relatively small. This is consistent with the small difference in mIoU of var-
ious methods shown in Table 3. In Figure 6, the classical methods based
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on CNN and those based on attention mechanisms have a lot of false posi-
tives. Foreground generalization methods have a lot of false negatives. The
background generalization methods generally performed well, and BGNet
achieved a very high accuracy.

5. Discussion and Conclusion

5.1. Discussion

The comparison of template and sample is an effective and widely used
method in defect detection models. This paper addresses the issue of back-
ground generalization, specifically the spatial variation of background fea-
tures, which introduces noise into the comparison. Based on our ideas and
experimental results, we discuss the following points:

1) Our experimental results show that CNN networks do not exhibit spa-
tial invariance properties. Existing research also indicates that CNN net-
works are spatially equivariant. The pooling operation can provide CNN
networks with limited spatial invariance properties, as demonstrated by the
improved performance of DSSSNet on OCDs. However, due to the defini-
tion of the pooling operation, its receptive field is fixed, resulting in poor
performance of DSSSNet on PCBs.

2) The self-attention and cross-attention mechanisms in Transformers
have greater equivariance properties for spatial changes in background fea-
tures due to their ability to capture global and interactive information.
However, the underlying principle of this equivariance remains unclear. In
GWNet, position encoding was not performed prior to calculating self-attention.
This leverages the location-independent nature of self-attention to reduce the
impact of spatial variation noise on the results. BGNet, on the other hand,
incorporated position encoding, which also helped mitigate the effects of spa-
tial variation noise.

3) When subtracting feature matches with background variation, it is not
necessary to subtract all backgrounds individually. Instead, subtracting only
significant features allows the network to eliminate noise caused by spatial
variations.

5.2. Conclusion

In this study, we introduce a novel Background Generalization Network
(BGNet) that leverages feature matching to achieve state-of-the-art results.
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Our network employs self-attention and cross-attention mechanisms to ex-
tract dense features containing global and interactive information. Feature
matching is accomplished using the Mutual Nearest Neighbor (MNN) al-
gorithm, and subtraction is performed based on the matching relationship
to explicitly eliminate spatially variant background features. Our proposed
method demonstrates exceptional performance on both the OCDs and PCBs
datasets. Future work will focus on exploring the mathematical principles
underlying spatial variations and designing networks based on matrix transla-
tion, rotation, and affine transformation to further elucidate the mechanisms
governing spatial variations in background features.
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